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Category information is used to predict properties of new category members. When categorization is
uncertain, people often rely on only one, most likely category to make predictions. Yet studies of
perception and action often conclude that people combine multiple sources of information near-
optimally. We present a perception-action analog of category-based induction using eye movements as
a measure of prediction. The categories were objects of different shapes that moved in various directions.
Experiment 1 found that people integrated information across categories in predicting object motion. The
results of Experiment 2 suggest that the integration of information found in Experiment 1 were not a
result of explicit strategies. Experiment 3 tested the role of explicit categorization, finding that making
a categorization judgment, even an uncertain one, stopped people from using multiple categories in our
eye-movement task. Experiment 4 found that induction was indeed based on category-level predictions
rather than associations between object properties and directions.
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Navigating our everyday world involves making predictions
about the properties of new objects we encounter. Is that food too
spicy to eat? Is that dog on the street friendly or dangerous? Is that
object going to shatter if it falls off the table? Such inductions
often rely on category-level knowledge. If the object is a plate, you
would likely predict that it will shatter easily. If the item is instead
a Frisbee, you might predict that it will not shatter easily.

This problem becomes more complex when we are uncertain of
what category an item belongs to. At first glance, we may not
know for sure whether the thing on the table belongs to the
category of plate or Frisbee. Normatively, under such uncertain
circumstances we should base our predictions on information from
all the object’s possible categories weighted by how likely it is that
the item belongs to that category. To decide if the item will shatter
when dropped, multiply the probability that the object in question
is a plate by the probability that a plate would shatter when
dropped. Next multiply the probability that the object is a Frisbee
by the probability that a Frisbee would shatter. The sum of the two

products is the probability that the item will shatter when dropped
(assuming these two categories are exhaustive and mutually ex-
clusive). This is consistent with normative principles and Bayesian
approaches in which people weight different possibilities by their
prior likelihoods (see Anderson, 1991, for such an approach).

Research on category-based induction under uncertainty has
asked if people are normative when making these types of predic-
tions. In particular, it has been concerned with whether people use
information from multiple categories (like plates and Frisbees)
during induction. These studies have found that subjects’ predic-
tions surprisingly often do not reflect the normative integration of
information across categories described above (we review this
literature in more detail shortly). Instead, these predictions are
often based on only the most likely category, disregarding relevant
information from less likely alternatives (Hayes & Chen, 2008;
Hayes & Newell, 2009; Malt, Ross, & Murphy, 1995; Murphy,
Chen, & Ross, 2012; Murphy & Ross, 1994; Ross & Murphy,
1996; Verde, Murphy, & Ross, & 2005). However, under other
circumstances, people may use multiple categories, depending on
the question asked or details of the stimulus presentation and
category structure (Griffiths, Hayes, Newell, & Papadopoulos,
2011; Murphy & Ross, 2010b; Papadopoulos, Hayes, & Newell,
2011; Verde et al., 2005). This investigation attempts to further
clarify when people do and do not use multiple categories by
contrasting traditional category-based induction tasks with those
from other areas of cognitive science in which people seem to be
able to integrate information in a normative manner.

Research from perception and motor control has consistently
found that people are able to normatively integrate information
from multiple sources, outcomes, or possibilities (Ernst & Banks,
2002; Haruno, Wolpert, & Kawato, 2001; Kersten, Mamassian, &
Yuille, 2004; Tassinari, Hudson, & Landy, 2006; Trommer-
shäuser, Landy, & Maloney, 2006; Trommershäuser, Maloney, &
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Landy, 2008). In perception, Bayesian models are used to explain
how the visual system takes ambiguous inputs and returns the most
likely percept. For example, people are able to integrate different
types of sensory information (e.g., haptic, visual) in a manner that
optimally accounts for their uncertainty (variance in these obser-
vations; Ernst & Banks, 2002). In motor control, one action may be
best suited to achieve a goal, given the state of the world. How-
ever, because perception is not perfect, the state of the world is
uncertain. Models of action propose that people integrate informa-
tion about the likelihood of the possible states of the world to make
near-optimal actions (Haruno et al., 2001). Trommershäuser,
Körding, and Landy (2011) summarize many examples of such
integration of options in the perceptual domain.

It is surprising that such work on perception and action, which
often involves making a prediction from uncertain cues, so often
reveals near-normative use of those cues, when people often do not
combine two categories in simple tasks of category-based induc-
tion. One difference between these two domains is that the
category-based induction experiments often allow or encourage
the use of focusing strategies, in which people choose to attend to
only one category. Some people may believe that this strategy is
actually normative (Murphy et al., 2012). The perception-action
experiments often do not ask for predictions but rather require
motor responses. In a number of cases, people may not be aware
of the underlying perceptual cues; in other cases, responses are
speeded and do not permit slower strategies that are apparently
used in the induction tasks (e.g., categorizing the object as most
likely a plate and then basing your prediction on only the proba-
bility that a plate will shatter).

We first review the evidence for different types of reasoning in
the traditional induction task. We then consider induction tasks
that are more like the perception-action tasks cited above and have
consistently yielded multiple-category use. Our investigation aims
to further understand why these tasks avoid the single-category
focus found in category-based induction to answer additional
questions about what determines whether induction uses multiple
or single categories. To do this we have created a new induction
task (similar to tasks used in perception-action research) based on
our earlier study in which people had to catch moving shapes
(Chen et al., 2014).

How do People Use Categories in Induction?

Initial research in category-based induction consistently found
that most people tend to base their predictions on only a single
category when making predictions under uncertainty. This finding
has been shown with both real and artificial categories. The single-
category focus occurs even when people have acknowledged that
they are not sure what category an item is in just before making
their induction (Hayes & Newell, 2009; Murphy & Ross, 1994;
Ross & Murphy, 1996; Verde et al., 2005), when the possible
categories are equally likely and there is no rationale for selecting
one category over another (Murphy et al., 2012, Experiment 3),
and when people have used information from another category to
answer a question just before making the induction (Ross &
Murphy, 1996).

However, more recent research has found a more diverse set of
induction strategies, depending on individual differences (Hayes &
Chen, 2008; Murphy & Ross, 2010b) and procedural or stimulus

variables. Although we have focused on differentiating induction
strategies that use multiple versus single categories, another (po-
tentially orthogonal) distinction is whether subjects use category-
level or feature-based strategies to make their predictions. To
illustrate we provide an example of each strategy that uses infor-
mation from only a single category below.

In a standard paradigm (Murphy & Ross, 1994), subjects look at
a display that shows examples of two to four categories. They
typically are told a property of a new entity, asked a categorization
question, and then make a prediction about another property.
Figure 1 shows a simplified display, for illustrative purposes. The
cover story for this task is often that children (categories) have
used a computer program to draw shapes in different colors (that
we represent as shadings). If subjects are told that a new item is a
triangle and asked to predict its shading, they may focus on the
category that has the most triangles, Nina, and predict the shading
that is most frequent in the category, solid black; this would be a
category-level strategy that uses information from only a single
category. If instead subjects use a feature-based approach, they
might base their predictions on only the items in the most likely
category that have the mentioned feature (triangle). This strategy
would lead them to predict the shading that is most frequent among
triangles in the most likely category, dotted. This type of feature-
based strategy is often referred to as a feature conjunction strategy.
Many studies have found evidence that people use such a strategy
in the types of category-based induction tasks described above
(Griffiths et al., 2011; Murphy & Ross, 2010a; Newell et al., 2010;
Papadopoulos et al., 2011).

The distinction between category-level and feature-conjunction
strategies can also be made for induction strategies that use mul-
tiple categories. That is, people can either base their predictions
on the probability of the different shadings for each category
(weighted by how likely each category is), or on the frequency of
shadings for only the items with the queried feature, essentially
ignoring category membership—for example, predict the most
common shading of all triangles drawn by both Nina and Lindsey.
(In Figure 1, both strategies make the same prediction for the
multiple categories case, but other studies, discussed below, have
used more complex designs that can distinguish between these
strategies.)

Figure 1. Example of stimuli used previous category-based induction
studies.
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Although it has been proposed that people tend to base their
inductions on items from multiple categories when they can use a
feature-conjunction strategy (Papadopoulos et al., 2011), single-
category use makes up a significant portion of feature-based pre-
dictions. Thus, the question of how to promote multiple-category
use in induction remains relevant. In a series of studies, Griffiths
et al. (2011, 2012) found evidence for feature-based strategies
based on both multiple and single categories. For example, Grif-
fiths et al. (2011, Experiment 1) found that the vast majority of
responses reflected a feature-based strategy. These feature-based
responses, however, were not consistent in how many categories
they were based on: Some were based on information from a
single category and some on information from multiple catego-
ries. Furthermore, a number of studies have documented a
preference to focus on single categories even when the feature-
based strategy is taken into account. For example, Murphy et al.
(2012, Experiment 1) found that, using the standard questions,
people made predictions based on a single category two thirds
of the time. An interesting finding was that when people were
explicitly asked to select the best strategy to answer induction
questions (Experiment 5), 18 subjects claimed that focusing on
the most likely category was correct, 14 said that multiple
categories should be used, but only 4 said that the categories
should be ignored, and the given feature used. Thus, many
people may believe that focusing on only the most likely
category is the correct strategy.

Finally, it should be noted that studies done with natural cate-
gories generally do not permit a feature-based process. Unlike the
studies described above where uncertainty regarding categoriza-
tion was created by mentioning a feature that was represented in
multiple categories, in studies done with natural categories, often
only the categories are mentioned (e.g., “She thought the man was
the realtor, but she wasn’t sure and wondered if he might be the
cable repairman.”). These studies also have found evidence for
single-category reasoning (Malt et al., 1995; Ross & Murphy,
1996; Zhu & Murphy, 2013).

Our own conclusion from this set of results is that people may
use a number of different strategies to make predictions when a
category is uncertain. Furthermore, the details of the question and
display are important. For example, Griffiths et al. (2012, Exper-
iment 2) found large differences in whether people used single or
multiple categories depending on whether the categories were
learned before test and (to a lesser degree) how coherent the
categories were. Murphy et al. (2012, Experiment 1) found a
doubling of multiple-category use when subjects were asked about
the likelihood that the target item belonged to each of the possible
categories before the induction question versus when they were
only asked about the most likely category. Therefore, the scientific
question is not whether people use single or multiple categories—
they use both, depending on a number of variables. However, it is
still of interest to understand why and in what situations single
category strategies are used when someone is not certain that an
object is in that category—particularly since in some situations,
that is the dominant response. The present study furthers the
investigation of why people sometimes focus inappropriately on a
single category when categorization is uncertain. We designed our
categories so that we could detect the use of single or multiple
categories whether people used a feature-based or category-level
strategy.

Implicit Responding and Multiple-Category Use

Our proposal is that people focus on a single category as part of
a cognitive strategy Evans (2007) calls the Singularity Principle,
that people generally only consider one hypothetical possibility at
a time (related to Stanovich’s, 2009, claim that people are cogni-
tive misers). The perception-action studies described above often
show integration of information across different cues because
people do not explicitly identify the predictions of the different
sources. For example, when a speeded motor response might fall
into a reward or loss area (Trommershäuser et al., 2006; Trom-
mershäuser, Maloney, & Landy, 2003), people do not explicitly
identify the probabilities of these two outcomes. They have no
time to do so. Instead, their behavior can be explained as an
associative response that pushes them toward the positive area and
away from the loss area, depending on their motor variability and
the sizes of the rewards. We have drawn an analogy to this type of
experiment to construct similar speeded tasks in which category-
based induction might show use of multiple categories.

In a study closely related to the present experiments, Chen et al.
(2014) examined the role of response mode on category use by
contrasting a verbal induction task with a game-like motor induc-
tion task. Subjects had to predict the direction of moving shapes
either verbally, or by catching fast-moving shapes with their cursor
in a game-like task. Inductions in the motor task showed evidence
of integration across categories, and, similar to previous work,
verbal inductions showed no evidence of integration across cate-
gories. This pattern of results mirrors research in decision making
that suggests that people are more optimal and are better able to
normatively integrate multiple uncertain outcomes when executing
speeded visuomotor tasks than when making the equivalent deci-
sion in a standard economic choice task (Trommershäuser et al.,
2006, 2008). Interestingly, when people are required to first make
categorizations in perceptual tasks involving noise (i.e., uncer-
tainty), they then seem to ignore evidence that is not consistent
with that categorization (Stocker & Simoncelli, 2007). However, a
perception task is not induction, and this result did not use learned
categories. Therefore, the tasks used in Chen et al. (2014) and in
the present research complete the analogy by teaching people
categories and then testing how they make inductions to new
items.

In Chen et al. (2014), as here, we referred to the verbal predic-
tions as explicit and the motor predictions (here, eyetracking) as
implicit. However, we should clarify that our goal is not to draw
conclusions about two different systems of reasoning (cf. Sloman,
1996) nor do we claim that our implicit tasks are completely
outside of conscious awareness. Rather, we start from the obser-
vation that different kinds of behavior seem to be differentially
sensitive to multiple categories and seek to explain why. We do not
assume that all explicit inductions use the same strategy, for
example, as the use of multiple categories depends on individual
differences and procedural variables. Nor do we assume that all
implicit inductions must be the same. Processes that are often cited
as implicit have a number of properties that may lead to the
consideration of multiple categories, but the details of each process
must be known to make such a prediction. For the purposes of this
article, we mean that the implicit inductions are not the subject’s
focus in doing the task and, thus, likely avoid some of the strate-
gies used when subjects explicitly make such induction.
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The Current Research

The present article has three main goals that all serve to further
understand why the single-category focus occurs. First, as our
claim is that the single-category focus arises from cognitive strat-
egies that occur when people have the goal of making an induction,
we build upon the Chen et al. (2014) experiments with a new
eyetracking measure that is even less likely to involve explicit
predictions of an object’s properties (its direction of motion). The
new task does not ask, directly or indirectly, about direction.
Second, we explore an important variable in whether people will
focus on a single category, namely initial categorization judg-
ments. The differences between the implicit and explicit tasks from
our studies suggest that implicit induction may allow for more
normative use of category information because it avoids an initial
categorization of test items. In explicit prediction tasks, subjects
were often asked to categorize the shape before the induction
(Chen et al., 2014; Hayes & Newell, 2009; Malt et al., 1995;
among many others). In everyday life, people may spontaneously
choose a most-likely category of an object, even if they are not
sure about it. There is evidence that subjects overcommit to their
initial categorization and make their predictions consistent with
it—indeed, even if they arbitrarily choose a category, many people
make a prediction based on that categorization (Lagnado &
Shanks, 2003; Murphy et al., 2012). However, in implicit induc-
tion tasks, subjects are generally not encouraged to think about an
item’s categorization before induction (but see Newell et al., 2010;
Stocker & Simoncelli, 2007), and the time pressure that these
predictions are made under makes it unlikely that subjects catego-
rized spontaneously. In Experiment 3, we investigate whether
initial categorization influences induction even in our eyetracking
task.

Third, we investigate whether people’s multiple-category use
when making implicit predictions is a result of category-level or
feature-based information. That is, are they sensitive to the fact
that objects in a category generally go in a certain direction (e.g.,
items in Category 2 go to the upper right), or are they only using
associations between the object’s other properties and direction
(e.g., squares tend to go to the upper right)? This speaks to issues
that have received much attention in the category-based induction
literature as discussed above (e.g., Griffiths et al., 2011, 2012;
Murphy & Ross, 2010a; Papadopoulos et al., 2011).

Overall, the results from four experiments provide evidence that
induction involves integration of information across categories
when explicit reasoning strategies are avoided. We demonstrate
this by providing evidence that implicit predictions measured via
eye movements show more normative integration of information
from multiple categories (Experiment 1) and that subjects do not
explicitly report using such a strategy (Experiment 2). In Experi-
ment 3, we provide evidence that explicit categorization of am-
biguous items is a mechanism that leads to the single-category
focus. Experiment 4 examines whether multiple category-use
found in Experiment 1 arises from feature associations or
category-level information.

Experiment 1

To examine whether subjects would integrate information
across categories when predictions were not subject to explicit
strategies, Experiment 1 used a cover task at test, the same-

different task, in which predicting movement was incidental. Sub-
jects learned four categories of moving shapes. Each category
consisted of eight black moving geometric figures that varied in
their shapes and movements. All shapes were presented in the
center of a gray circle centered on a black computer screen. After
a brief initial presentation, the shapes moved off the screen in a
specific direction, which we will describe with clock directions.
After category learning, subjects performed the same-different task
in which they saw the same shapes they had learned, except the
shapes now had diagonal stripes that were either tilted right or left
(see Figure 2). The shapes moved along the same (uncertain) paths
as during learning; however, their paths were now not entirely
visible. After their initial presentation in the center, the shapes
moved horizontally toward the edge of the computer screen (as in
learning) but then disappeared behind an annulus, obscuring which
direction the shape was going to move (see Figure 3). Shapes
briefly reappeared from behind the annulus and then disappeared
off the edge of the screen. When the shapes reappeared from
behind the annulus, their stripes may have reversed their tilt (e.g.,
from left to right). The task was to report whether the tilt of the
stripes was the same or different from when it appeared in the
center of the screen.

In this test, subjects were never asked to predict direction or
category, as they were only questioned about the stripes. However,
since the shapes reappeared only briefly, looking close to where
they reappeared—that is, making a prediction about the shape’s
direction—would aid performance. That is, knowledge of the
shapes’ categories gained during the learning task provided useful
information about where the shapes would go, which, in turn,
could help subjects make the same-different judgment. Indeed, the
task was extremely difficult if one maintained central fixation.
Position of eye gaze just before the shape’s reappearance was the
dependent measure, as a proxy for subjects’ prediction of shape
direction. However, since the task was to decide whether the
object’s internal feature had changed, and no question about di-
rection was asked during either learning or test, we expected that
people would not be making explicit predictions about direction,
and so results should be different from cases in which they are
asked to predict direction (Chen et al., 2014, Experiment 2).

There were two critical shapes of interest: squares and hearts.
Each of these shapes belonged to one of two categories, the target
or alternative categories. The target category is the category that
the shape is most likely to be in. For example, there was a 67%
chance that a square belonged to Category 1, the target category,
and a 33% chance that it belonged to Category 2, the alternative
category (i.e., there were eight squares in Category 1 and four in
Category 2). In the target category, half of the squares moved in
the 1 o’clock direction and half moved in the 5 o’clock direction.
In the alternative category, the critical shapes moved in only one

Figure 2. Example of stimuli used in the test phase of Experiments 1
and 2.
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direction. In Condition 1, the squares moved to 1 o’clock; in
Condition 2, which served to counterbalance the direction of the
alternative category, they all moved to 5 o’clock. Therefore, if
people only attend to the target category in predicting the direction
of a new square, their average prediction should be around 3
o’clock. There are two (simple) ways in which an average of 3
o’clock could occur. First, subjects might consistently try to min-
imize the distance between the two possible locations of a square
and look near 3 o’clock on most trials, or they could look equally
often at 1 and 5 o’clock (probability matching).

If subjects attended to both the target and alternative categories,
they should have a preference, because the alternative category
(Category 2) would break the tie—in different directions in the two
conditions. Thus, if people integrated information across catego-
ries they would, on average, shift their predictions depending on
what condition they are in. That is, they should shift their predic-
tion away from 3 o’clock toward the direction reinforced by the
alternative category. This design was replicated for the heart

stimulus using other directions (see Table 1). All subjects went
through an identical learning phase in which they learned all four
categories, based on the objects’ shapes and direction of move-
ment. Note that although our description focuses on the critical
shapes, the categories included other shapes that did not have
ambiguous categories (that will become relevant in Experiments 3
and 4), making the categories equal-sized.

Method

Participants. Subjects were 32 undergraduates at New York
University who participated for course credit. Data from eight
subjects were dropped for not providing recordable eye fixations
before the shape’s reappearance on at least five trials for both of
the critical shapes. Subjects were randomly assigned to one of two
between-subjects conditions, which served to counterbalance the
direction of the alternative categories.

Materials. Stimuli for each category were eight black shapes
approximately 1.75 to 2.5 cm in length, listed in Table 1. All
exemplars of the same shape had identical dimensions. The same
shapes were used during test except they had interior stripes
oriented approximately 45° to the right or left (see Figure 2).

All stimuli were presented on the background of a light gray
circle 30 cm in diameter centered on a black computer screen.
Stimuli started in the center of the screen and then moved off the
screen, disappearing once they moved beyond the border of the
circle. Eye movements were monitored with the SR Research
(Ontario, Canada) EyeLink 1000.

Procedure. The experiment consisted of three phases: (a)
observation, (b) learning, and (c) test. A Macintosh computer
presented the instructions and controlled all three phases. Eye
movements were recorded during the test phase only.

Observation phase. Subjects were told that they would view
four categories of moving shapes and were to learn what combi-
nation of shapes and directions belonged to each category for a
memory test. During observation, all the shapes from each cate-
gory (eight exemplars per category, see Table 1) were presented
sequentially. Each shape appeared in the center of the screen for 1
s, then moved horizontally (toward 3 o’clock for shapes in Cate-
gories 1 and 2, toward 9 o’clock for Categories 3 and 4) for .4 s,
and then moved toward its assigned clock direction for .95 s until
it disappeared off the edge of the gray circle (see Table 1 for

Figure 3. Illustration of the implicit induction task. The shape appeared
in the center of the screen for 1 s. It then moved horizontally for .25 s and
disappeared behind the annulus while traveling on its path (learned in
Phase 1). Subjects reported whether the diagonal lines on the shape had
changed when it reappeared. Arrows indicate the shape’s visible path and
did not appear in the experiment.

Table 1
Category Structure Used in Experiments 1–3

Exemplar

Category 1
(target for squares)

Category 2
(alternative for squares)

Category 3
(alternative for hearts)

Category 4
(target for hearts)

Shape Direction Shape Directiona Shape Directiona Shape Direction

1 Square 1 Square 1/5 Heart 7/11 Heart 7
2 Square 1 Square 1/5 Heart 7/11 Heart 7
3 Square 1 Square 1/5 Heart 7/11 Heart 7
4 Square 1 Square 1/5 Heart 7/11 Heart 7
5 Square 5 Rectangle 1/5 Diamond 7/11 Heart 11
6 Square 5 Rectangle 1/5 Diamond 7/11 Heart 11
7 Square 5 Rectangle 1/5 Diamond 7/11 Heart 11
8 Square 5 Rectangle 1/5 Diamond 7/11 Heart 11

Note. The direction entries are clock directions (1 � 1 o’clock, etc.).
a The first number refers to the direction in Condition 1, the second to Condition 2.
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directions). Each shape’s category name (“Category 1,” “Category
2,” etc.) appeared in the center of the screen for the entire time it
was on the screen. All exemplars from Category 1 were presented,
then all exemplars from Category 2, and so on.

Learning phase. Subjects were next told that they would see
the same items as in the observation phase. They were to classify
each shape into one of the four categories by pressing a number
key on the keyboard. At the beginning of each trial, a white
fixation cross appeared in the center of the screen for 1 s. The
shape then appeared in the center of the screen and moved as it did
in the observation phase. There was no time limit on responding.
After answering, the correct answer appeared for 1.25 s. After an
error, subjects viewed a repeat display (without responding) of the
moving shape with the correct category displayed. There were
three learning blocks in which each of the 32 items (4 categories,
each with 8 exemplars) was tested in random order. Because of the
category uncertainty of the critical items (e.g., a square could be in
Categories 1 or 2), subjects could get no more than 75% correct,
assuming they chose the most likely category for all presented
stimuli. In all experiments subjects had to reach at least 50%
correct (chance � 25%) during the final block of learning to be
included in analysis.

Test phase. The final phase of the experiment consisted of a
64-trial test (two blocks in which each of the 32 items was tested
in random order) in which subjects had to perform the same-
different task while their eye movements were tracked by the
EyeLink 1000 using a 500 Hz sampling rate. Subjects were told
that they would see the same items as in the previous phases except
that the shapes would now move a little bit faster and have
diagonal stripes on them. These shapes appeared in the center of
the screen (for 1 s) and continued to move along the same path as
in previous phases. However, there was now a black annulus on
the screen such that the shape moved horizontally (for .25 s) and
then disappeared behind the annulus for .7 s. The shape then
reappeared from behind the annulus for .15 s before it disappeared
from the screen. Recall that all stimuli were presented on a gray
circle 30 cm in diameter. The annulus (24 cm in diameter) was
centered on this image. Its center hole had a diameter of 8 cm (see
Figure 3).

The stripes on a test object were either tilted left or right when
the shape initially appeared in the center of the screen before
moving behind the annulus (see Figure 2). The subjects’ task was
to report whether the direction of the stripes was the same or
different when it reappeared from behind the annulus at the edge
of the screen. The direction of stripes remained the same for half
of the trials and changed for the other half. Subjects saw a 1.25 s
feedback message. There were five practice trials before the test
phase using a novel shape (a circle) to give subjects experience
with the speed and task requirements. As shapes only briefly
reappeared from behind the annulus, looking close to where shapes
reappeared was beneficial. (Recall that horizontal movement for
the critical shapes did not disambiguate its category, as the hori-
zontal direction was the same for Categories 1 and 2, and Cate-
gories 3 and 4.)

Data analysis. The dependent measure was the fixation posi-
tion recorded in the last sampling interval before a shape’s reap-
pearance. Responses for critical shape (square and heart) trials
were coded such that a position exactly in between the two
possible directions of the shape was 0 degrees, and a shift from that

point toward the direction reinforced by the alternative category
was coded as positive. For example, for the squares in Condition
1 (that might move to 1 o’clock or 5 o’clock), the 3 o’clock
position was 0 degrees, the 1 o’clock position (the direction of the
alternative category) was 60 degrees, and the 5 o’clock position
was �60 degrees. In Condition 2, the latter values were reversed,
as the alternative category reinforced the 5 o’clock direction in this
condition. We obtained the mean fixation position for each subject
by averaging the mean fixation position for squares and hearts.
Thus, use of a single category (i.e., use of only the target category)
is evidenced by an average prediction of 0 deg. Integration of
information across categories is evidenced by a positive average
prediction, as this represents a shift from 0 deg in the direction of
the alternative category. (However, as will be seen, a positive or
negative shift for any one condition could indicate a looking bias,
so it is the overall looking shift that will represent multiple cate-
gory use.)

Trials in which the fixation position was greater than 100
degrees or less than �100 degrees were not included in the
analysis because the subject was fixated on the opposite side of the
screen from where the shape traveled, indicating that the subject
either forgot where the shapes went, or did not see the shape
correctly before its movement. Additionally, trials where fixation
was within the hole of the annulus were excluded from analysis.
When subjects looked at the center of the screen while doing the
task, they were effectively not making a prediction about direction.
On average, fixation data for 18.9 trials (out of 64 total test trials)
were not included in analysis for each subject because of the
exclusion of trials based on the two criteria explained above and
trials on which the eyetracker was not able to record fixation data
(because of a subject blinking or moving, etc.).

Results

Subjects were on average 66.4% correct (chance � 25%) during
their last training block, suggesting that they learned the categories
quite well. (Recall that maximum performance was 75%, if sub-
jects always classified ambiguous items into the most likely cat-
egory.) Performance on the same-different task averaged 72%.

As explained above, integration of information across categories
is evidenced by a shift from 0 deg in the direction of the alternative
category, which we coded as positive. This is indeed what we
found. The mean fixation position for the critical shapes, (M � 7.5
deg, SD � 8.9), was significantly greater than 0 deg, t(23) � 4.1,
p � .01, d � .84, indicating that people’s predictions of direction
were integrated across the two categories. The mean fixation
position was positive for 21 of the 24 subjects. (See Figure 4 for
the distribution of eye positions on individual trials.) These results
are consistent with those of Chen et al. (2014) and suggest that
implicit induction promotes integration of information across cat-
egories.

There are at least two different response strategies that could
lead to our finding that people used multiple categories and shifted
toward the alternative category’s direction when making implicit
predictions. First, subjects’ predictions could have been like a
weighted mean. Eye position would have been between the two
possible locations that the target shape might move to, but shifted
toward the alternative category’s direction. For example, subjects
in Condition 1 may have generally fixated between 1 and 5 o’clock
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on square trials, but closer to the alternative category’s direction of
1 o’clock. Another strategy would be like probability matching. If
subjects knew that the square could go to either 1 o’clock or 5
o’clock, they could have alternated between looking at these two
locations roughly in proportion to how often the shape moved in
that direction. That is, they would have fixated more often at the
location of the alternative category (1 o’clock for square trial in
Condition 1). The histogram of responses to individual trials (see
Figure 4) is more consistent with the former explanation as the
bulk of responses are in between 0 and 60 deg rather than a large
cluster around 60 and a smaller cluster around �60 deg as a
probability matching explanation would predict.

Perhaps subjects learned to change their eye movements only
after practice in doing the task. To examine this possibility we
compared the mean fixation position for the first and second
blocks of testing. The positive shift in eye movements was signif-
icant in block 1, t(23) � 3.3, p � .01, d � .68, and in block 2,
t(23) � 3.6, p � .01, d � .76, suggesting that subjects’ use of
multiple categories was not a result of learning during test. Addi-
tionally, the difference between the mean fixation positions for the
first and second blocks was not significant (Ms � 6.2 and 8.8 deg,
SDs � 9.1 and 11.9), t(23) � 1.0, p � .05, d � .25.

Noncritical shape analysis. There were two noncritical
shapes, rectangles and diamonds, that did not enter into any of our
hypotheses as their categorizations were certain (i.e., rectangles
only appeared in Category 2 and diamonds in Category 3). We
analyzed the results for these shapes to determine whether shifting
eye fixation toward the direction of the shape’s movement was in
fact the strategy executed when there was certainty about the
shape’s trajectory. The true position that the noncritical shapes
appeared at was 60 deg from the horizontal (0 deg). The average
eye fixation position for these shapes was also greater than 0 deg,
(M � 13.7 deg, SD � 16.9), t(23) � 4.1, p � .001, d � .81. Thus,
subjects also shifted their eye fixation position toward the direction
that the noncritical shapes moved.

Visual hemifield analysis. An unexpected result was that
subjects tended to shift toward the direction of the alternative
category more when the shape’s alternative category reinforced a
direction in the upper visual hemifield, upward shapes (squares in
Condition 1 and hearts in Condition 2), than when the shape’s
alternative category reinforced a direction in the lower hemifield,
downward shapes (hearts in Condition 1 and squares in Condition
2; see Figure 5). In fact, for downward shapes, subjects shifted
slightly upward (reflected by a negative mean). A paired t test
revealed that the average shift for upward shapes (M � 23.3 deg,
SD � 14.3 deg) was significantly greater than for downward
shapes (M � �8.3 deg, SD � 18.4 deg), t(23) � 5.6, p � .01, d �
1.9.

We speculate that this tendency to shift fixation more in the
direction of the alternative category when its associated direction
is in the upper hemifield is because visual acuity and performance
on a variety of tasks is better in the lower than the upper visual
hemifield (Edgar & Smith, 1990; Levine & McAnany, 2005).
Thus, subjects would not have to fixate as close to the shape’s
reappearance position to do well on the task when the shape
reappeared in the lower hemifield as when the shape reappeared in
the upper hemifield. Indeed, performance on the same-different
task was equivalent for the upward and downward shapes even
though eye fixations were further away in the downward condition.
Furthermore, the amount of shift toward the alternative category’s
direction on a given trial was positively correlated with perfor-
mance on that trial for upward shapes, r � .1, p � .05, but not
correlated with performance on downward shape trials, r � �.06,
p � .05. This suggests that shifting fixation toward the alternative
category’s direction improved performance when shapes reap-
peared in the upper hemifield, but not when they reappeared in the
lower hemifield. We are not suggesting that subjects shift toward
the upper hemifield because they explicitly know that acuity is
worse there or that looking in that direction will improve perfor-
mance. Rather, it seems likely that the visual system is well-trained

Figure 4. Histogram of eye fixation positions for individual trials in Experiment 1. Integration of information
from multiple categories is evidenced by positive shifts from 0 deg. Each bin includes a 20 deg range and is
labeled by the largest degree it includes.
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to fixate in areas in which acuity is poor and that this tendency is
automatic.1 In visual search tasks, subjects have been found to
fixate more in areas where visual fields are less sensitive despite
the fact that the target is not more likely to appear in these areas
(Najemnik & Geisler, 2005, 2008).

Discussion

The results of Experiment 1 indicate that subjects integrated
information across categories when making their predictions im-
plicitly. In the same-different task, the prediction was only inci-
dental to the task—direction was never mentioned to the subjects;
their task was only to report about a feature completely indepen-
dent of direction, the tilt of the stripes. Thus, the predictions of
direction we measured via eye fixation position were likely outside
of strategic control. Experiment 2 examines this issue further.

Subjects’ bias to look up rather than down slightly complicates
the results. There was a reliable effect of looking in the direction
indicated by the alternative category when averaged across hemi-
fields, indicating category integration. One way to think about the
results shown in Figure 5 is that the � signs, indicating upward
shapes, are generally higher than the � signs, indicating down-

ward shapes. This shows that the alternative category had an effect
above and beyond the overall upward bias.

The category structure of Experiment 1 was such that the target
category did not give a clear answer for the direction prediction.
That is, within the target category a shape was equally likely to go
in two directions. This category structure likely does encourage
use of the alternative category as a tie-break of sorts compared
with structures where the target category gives a clear prediction
(Murphy & Ross, 2010b). However, the category structure alone
does not account for the results of Experiment 1 (Chen et al., 2014,

1 Another factor that may account for the difference in shift between the
two visual hemifields is that in Western cultures there is a habit to scan
from top to bottom (Wickens & Hollands, 2000). Thus, when the alterna-
tive category reinforced a direction in the upper hemifield, the correspond-
ing shift was congruent with that habit. When the alternative category
reinforced a direction in the lower hemifield, the corresponding shift was
incongruent with that habit and perhaps, in part, led to the lack of shift
found in the downward direction. While this top-to-bottom scanning habit
may have contributed to the shift asymmetry found between the visual
hemifields, it would not explain why amount of shift correlates with
performance on the same-different task in the upper but not lower hemi-
field.

Figure 5. Average fixation position for each subject for downward shapes (alternative category reinforces
direction in lower hemifield, minus signs) and upward shapes (alternative category reinforces direction in upper
hemifield, plus signs). Although there is a general bias to look upwards (the midpoint is Y � 512), the plus signs
are generally higher than the minus signs.
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Experiments 2 and 3). Experiment 2 investigates whether explicit
decisions would produce the same results.

Experiment 2

The finding that subjects integrated information across catego-
ries in Experiment 1 supports the conclusion that subjects may use
category information more normatively when induction is implicit
because these predictions are outside of strategic control. What
would happen if people made their predictions explicitly, simply
stating where they thought shapes would go? Chen et al. (2014)
used the identical category structure and learning procedure and
tested explicit predictions of the shape’s direction. In three explicit
conditions tested, they not only did not find correct Bayesian
integration of information across categories, they actually found
that people’s predictions were in the opposite direction from what
integration of categories would predict.2 There would be little
point in replicating these verbal predictions here, which would be
the fourth experiment to test this category structure with verbal
predictions. However, we did explore whether the present task
encouraged people to adopt an explicit eye movement strategy that
would not have been present in the earlier studies.

One possibility is that the integration of information found in
Experiment 1 was part of a strategy developed during practice.
Because subjects performed five practice trials before the test
trials, they may have realized that they would perform better when
they looked closer to the direction reinforced by the alternative
category. Perhaps they were able to develop a strategy to look in
the direction of the most frequently observed direction (though
why such a strategy should include a difference between lower and
upper visual fields is very unclear, since most people are not aware
of this asymmetry). That is, perhaps subjects’ strategy reflected an
explicit prediction of direction. Alternatively, the learning process
itself may have led subjects to look up for some shapes and down
for other shapes, which knowledge they then used in the test phase.
As we have proposed that implicit induction leads to integration of
information by avoiding overt strategies that are often used in
traditional category-based induction tasks, we must determine
whether subjects in Experiment 1 were aware of the strategy used
to perform the same-different task. According to our proposal,
subjects should not be able to report an integration strategy if
asked how they would perform the same-different task from Ex-
periment 1. Experiment 2 examines this issue.

In Experiment 2, subjects completed the full learning procedure
of Experiment 1. They then saw the same example trials of the
same-different task used in Experiment 1. At test, they saw the
initial figure on each trial but did not actually perform the same-
different task. Instead, they moved their eyes to where they be-
lieved they would look to best perform the task. This question
sampled subjects’ explicit beliefs about where they would look. If
the results match those of Experiment 1, this would suggest that
the fixations were the result of an explicit strategy.

Method

Participants. Subjects were 21 New York University under-
graduates who participated for course credit. Data from four sub-
jects were dropped for not providing recordable eye fixations on at
least three trials. One more subject was dropped for not reaching
the performance criterion during learning.

Materials and design. The materials and design were identi-
cal to those of Experiment 1.

Procedure. The observation and learning phases were identi-
cal to those of Experiment 1. As in Experiment 1, eye movements
were only recorded during the test phase. The test phase consisted
of a 16-trial test in which subjects reported where they would look
to best do the same-different task that subjects in Experiment 1
performed. The number of trials was smaller than in Experiment 1,
because the same four questions repeated with no feedback (e.g.,
subjects were asked where they would look to best perform the
same-different task for a square multiple times, same for hearts,
rectangles, and diamonds). Thus, we did not want to indicate to
subjects that we were looking for a different answer by repeatedly
asking them the same question. In Experiment 1’s test, the critical
shapes went in different directions and differed in whether the
shading changed, so those trials did not appear to be exactly the
same.

Subjects saw the same five practice trials used in Experiment 1
and then were told that they would not be doing the task but rather
reporting where they would look just before the shape’s reappear-
ance from behind the annulus to best do the task. To keep the
dependent measures of the two experiments similar, we used eye
fixation to indicate this prediction. A white dot on the display
indicated where the subjects were looking. Their task was to look
at the location on the screen that they thought would be best to do
the same-different task they had just observed. At practice, they
then saw a test screen (gray circle with the annulus) and were
instructed to look around the screen to get a sense of how the white
dot corresponded to their eye gaze.

The test phase consisted of four blocks in which each of the four
shapes (square, heart, rectangle, and diamond) was tested once in
random order (except that shapes were not queried in two consec-
utive trials). Each test trial started with the presentation of the
shape in the center of the screen for 1 s. It then moved horizontally
for .25 s until it disappeared behind the annulus (the shape never
reappeared). Subjects then saw the white dot that marked their eye
gaze on the screen. To report where they thought they would look
while doing the task, subjects moved their eyes until they were
satisfied with the location of the white dot and then pressed the
enter key. The white dot stayed on the screen for 1.25 s so that the
subjects could see their answer.

Results

Subjects were on average 68.2% correct (chance � 25%) during
their last training block, near the 75% maximum and virtually
identical to the learning rate in Experiment 1.

As in the analysis of Experiment 1, subjects’ responses for the
critical shapes were coded such that the time corresponding to the
point exactly in between the two possible directions of the shape
was 0 degrees (3 o’clock for squares and 9 o’clock for hearts, and
a shift toward the direction reinforced by the alternative category

2 The exact effect depended on whether all trials were included or only
those in which subjects selected the target (most likely) category. When all
trials were included, their predictions were slightly though not significantly
negative (�4.6, 0.7, and �5.2 deg). When subjects predicted the object
was in the target category, their predictions were strongly counter to the
Bayesian prediction (�32.5, �15.8, and �27.1 deg). See Chen et al.
(2014) for detailed discussion.
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was positive). Again, positive scores would indicate use of multi-
ple categories. To find the mean prediction (the amount of shift
from 0 deg toward the alternative category) for each subject, we
again calculated the mean prediction for each critical shape and
took the average of the two.

Subjects’ responses showed no evidence of integration of infor-
mation across categories and did not match the results from Ex-
periment 1. The mean prediction (M � 0.2 deg, SD � 2.9 deg) was
not significantly different from the average observed direction for
the shapes in their target category only (0 deg), t(15) � 0.2, p �
.05, d � .07, suggesting that subjects did not base their responses
on multiple categories. This is not merely an effect that did not
differ from 0: Subjects chose locations around 0 deg the vast
majority of the time. In fact, 84% of all responses were within 10
deg of 0 deg. In Experiment 1, only 25% were in this range.
Subjects clearly did not know that they would look at the locations
where the shapes were likely to reappear. In short, most subjects
thought they would not move their eyes much to perform the task,
contrary to the actual fixations of Experiment 1.

Results for the noncritical shapes revealed that responses for
these shapes did differ significantly from 0 deg, albeit it by a very
small amount (M � 1.5 deg), t(15) � 2.6, p � .05. (Compare this
to an actual shift of almost 14 deg in Experiment 1.) Thus, for the
noncritical shapes, subjects had some ability to report that they
would shift away from 0 deg toward the direction of the direction
of the alternative category. However, unlike the critical shapes, a
shift toward the direction of the alternative category does not
involve integration of information from multiple categories as
noncritical shapes appeared in only one category, the alternative
category.

Discussion

The results of Experiment 2 further suggest that the integration
of information across categories found in Experiment 1 was not the
result of an explicit strategy to look where the object was likely to
go. Subjects were unable to report the strategy that they would use
to perform the same-different task. Indeed, their fixations bore no
resemblance to where subjects looked while actually performing
the task in Experiment 1.

The results of Experiment 2 build on previous results from
experiments that used the same category structure. Those results
showed that verbal prediction of direction also did not show the
integration of information across categories (Chen et al., 2014).
Thus, it seems unlikely that the integration of information across
categories found in implicit induction were a result of strategic
decisions about where to look, as neither explicit predictions of
direction nor explicit reports of prediction task strategy (Experi-
ment 2) showed any evidence of this. Additionally, as the same
category structure and learning procedure was used in Experiments
1 and 2, these results further suggest that the integration of infor-
mation found in Experiment 1 was not simply a result of the
category structure or learning procedures used.

Subjects in Experiment 2 performed the same-different task
with novel stimuli to illustrate it but did not do the task with the
critical stimuli. One possibility (suggested by a reviewer) is that
subjects in Experiment 1 developed an explicit strategy to look in
the most likely direction as a result of experience in doing the task.
That is possible, but it does not seem consistent with the lack of a

practice effect in Experiment 1’s test—the shift toward the most
likely direction was no larger for the first block of test trials than
the second. Subjects would have had to realize almost immedi-
ately, “I’d better look where the object is going to go” and then
formed the explicit goal of using both categories. Additionally,
previous research has found that subjects’ verbal predictions of
where objects will go also do not show evidence of multiple-
category integration (as reviewed above; Chen et al., 2014). There
is no obvious reason why people’s explicit predictions should be
different in these two cases.

To be clear, we cannot draw a strong conclusion about just what
subjects in this experiment did think about where the objects were
going to go. The conclusion is merely that they did not form an
explicit eye-movement strategy for how to do the task that re-
flected anything like what their actual performance was.

Experiment 3

The distinction between implicit and explicit cognition is a
controversial one, especially regarding whether these are two
distinct systems, with distinct processes and neural bases (e.g.,
Evans & Stanovich, 2013; Kruglanski & Gigerenzer, 2011). We
are not committed to this distinct systems claim. Our view is that
the distinction is a useful heuristic that has led to many interesting
findings. Explicit and implicit processes are probably family re-
semblance categories, each sharing certain properties that some-
times overlap with processes in the other category. Therefore, we
ask what typical properties of the (proposed) implicit tasks we
have used that lead to use of multiple categories and why explicit
tasks generally lead to single-category use. It may also be possible
to find a seemingly implicit task that nonetheless allows people to
focus on a single category and a seemingly explicit task that
encourages multiple-category use, if it has the correct psycholog-
ical properties.

Therefore, we have considered what aspects of the tasks we
have tested lead to the differences we have observed. A clear
difference between our implicit and explicit tasks is that explicit
prediction tasks either elicit an explicit categorization or allow
time for one before the induction. Thus, subjects may commit to
this initial categorization even though it is uncertain. As our
proposal is that implicit induction prevents the use of strategies
that lead to the systematic disregard of information from less
likely, alternative categories, initial categorization is a likely part
of this filtering process. Implicit predictions may avoid a single-
category focus by not encouraging this initial categorization and/or
by operating under time pressure, making it unlikely that subjects
categorized spontaneously. Chen et al. (2014, Experiment 1) found
some suggestive evidence that faster responding was associated
with greater use of multiple categories. Thus, the lack of initial
categorization may allow implicit inductions to avoid the single-
category focus found in explicit induction. In explicit tasks, re-
quiring subjects to process all of the presented categories also
reduces the single-category focus (Murphy & Ross, 2010b).

Experiment 3 was designed to test the impact of this variable on
how category information is used. In Experiment 3, subjects
learned the same categories with the same procedure as in Exper-
iments 1 and 2. At test, they again performed the same-different
task from Experiment 1, except that on each trial they first viewed
the (static) shape in the center of the screen and were asked what
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category the shape was most likely to be in. Once subjects re-
sponded (they received no feedback on their categorization), the
shapes moved rapidly off the screen as they did in Experiment 1,
and subjects performed the same-different task. Eye fixation po-
sition just before the shapes’ reappearance from the annulus was
again used as the dependent measure. Thus, this task was identical
to the implicit induction task from Experiment 1 except for an
initial categorization before the induction task. Subjects’ predic-
tions (eye movements) were still implicit in that we never asked
what direction the object was going to move, and the overt task
was the same-different judgment. (The added categorization task
also does not test direction of movement.) If categorization pro-
motes the disregard of information from less likely alternatives,
subjects’ predictions in this task should show less, or no, evidence
of integration of information across categories.

Method

Participants. Subjects were 31 New York University under-
graduates who participated for course credit. Data from seven
subjects were dropped for not providing recordable eye fixations
on at least five trials for both of the critical shapes. Three more
were dropped for not categorizing the shapes in their target cate-
gories during the test phase.

Materials and design. The materials and design were identi-
cal to those of Experiment 1.

Procedure. The procedures of the observation and learning
phases were identical to those of Experiment 1. Again, eye move-
ments were only recorded during the test phase.

The test phase consisted of 64 trials in which subjects performed
the same-different task used in Experiments 1 and 2 except that
they categorized the shape before each trial. Each trial started with
a shape presented in the center of the screen and the question,
“What category do you think the shape below most likely belongs
to?” Subjects responded by pressing the number key on the key-
board that corresponded to the category. There was no time limit
for responding. Once subjects responded, the shapes moved along
the same path as in previous phases with the same timing used in
Experiment 1 (horizontally for .25 s, disappears behind annulus for
.7 s, reappears from behind annulus for .15 s before disappearing
from the screen), and subjects reported if the tilt of the stripes was
the same or different than the initial presentation. Subjects saw a
1.25 s feedback message. If subjects responded to the categoriza-
tion question in less than 1 s, then the shape and prompt stayed on
the screen for a total of 1 s before the shape started to move. This
is because in Experiment 1 the shapes appeared in the center of the
screen for 1 s before movement. Subjects saw the same five
practice trials used in Experiment 1 except that, as with the test
trials, the categorization question was asked before the same-
different task. Subjects were told that since the shapes in the
practice trials (circles) were not in any of the learned categories,
they should categorize them into Category 5.

Results

Subjects were on average 68.1% correct (chance � 25%) during
their last training block, near the 75% maximum, suggesting that
they learned the categories well. During test, they categorized the
critical shapes into their target category 60.4% of the time and into

their alternative category 37.0% of the time. (Recall that critical
shapes appeared in their target 67% of the time and in their
alternative category 33% of the time, so this approaches probabil-
ity matching.) Subjects categorized these shapes into categories
that they did not belong to only 3.6% of the time. Performance on
the same-different task averaged 69.4%. This is similar to perfor-
mance without the initial categorization (72%) in Experiment 1, so
the categorization question did not unduly influence the same-
different task.

We examined subjects’ responses for the critical shapes depend-
ing on how the shape was categorized before performing the
same-different task. If explicit categorization influenced induc-
tions, predictions should be different when subjects classified into
the target category than when they classified into the alternative
category. Specifically, when the shape was classified into the
target category, we would expect predictions not to be significantly
different from 0 deg. When the alternative category was picked,
we would expect prediction to be significantly different than 0 deg.
This is indeed what we found. The mean prediction when the
critical shape was classified into its target category was close to 0
deg (M � 1.0 deg, SD � 15.8 deg), t(20) � 0.3, p � .05, d � .06,
suggesting that these predictions were only based on the target
category. The mean prediction when the critical shape was clas-
sified into its alternative category (M � 13.0 deg, SD � 15.8 deg)
was significantly greater than 0 deg, t(16) � 3.4, p � .01, d � .82.
(There are fewer degrees of freedom for this analysis because not
all subjects classified the critical shapes into their alternative
category.) A paired t test revealed that the difference between the
mean fixation positions for target and alternative categorizations
was marginally significant (Ms � �1.6 and 8.0 deg, SDs � 16.0
and 17.9), t(16) � 1.7, p � .1, d � .57 (only subjects who had both
target and alternative categorizations were included in this analy-
sis).

Thus, when subjects classified shapes into their target category,
their induction appears to be based on only the target category—
their prediction of direction was not significantly different from
the average of the two directions associated with that category (0
deg). To examine if predictions on trials in which shapes were
classified into their alternative category were also based on only a
single category (i.e., based only on the alternative category), we
compared these predictions to direction predictions of noncritical
shapes. Because noncritical shapes appeared in only one category
(the critical shapes’ alternative categories—see Table 1), these
predictions should be based on only the alternative category. If
there is no difference between the predictions, this would suggest
that subjects based their predictions on only the alternative cate-
gory when they categorized the critical shapes in this category.
This is indeed what we found. The mean prediction for noncritical
shapes (M � 19.5 deg, SD � 25.0 deg) was not significantly
different from the mean prediction for critical shapes when they
were classified into their alternative category (M � 13.0 deg,
SD � 15.8 deg), t(16) � .90, p � .05, d � .32.

Discussion

The results of Experiment 3 suggest that explicit categorization
is a critical difference that leads to the different use of categories
in implicit and explicit induction. When prompted to categorize the
shapes before doing the implicit induction task, subjects no longer
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showed reliable integration of information across categories found
in Experiment 1. Subjects instead based their predictions on only
a single category. When subjects categorized the shape into its
target, they based their prediction on only that category; when they
categorized the shape into its alternative, they based their predic-
tion on only the alternative category.

It is worth emphasizing that making a prediction consistent with
only the initial categorization is nonnormative. Subjects clearly
knew that the categorization was uncertain (from learning and
from the fact that they categorized the same shapes into different
categories during test). They received no feedback on their cate-
gorization, so the shape’s categorization remained as ambiguous
after their categorization as it was before it. Suboptimal predictions
because of overcommitment to an uncertain initial categorization
has been found in previous research on category-based induction
using verbal predictions (Chen et al., 2014; Lagnado & Shanks,
2003; Murphy et al., 2012). The present result is unique in that the
explicit categorization influences implicit predictions (eye move-
ments), suggesting that these initial categorizations have a broad
influence on our subsequent judgments.

How exactly did categorization influence eye movements in this
task? There are two main possibilities, one more implicit and the
other more explicit. The first claims that initial categorization
would activate the locations associated with that category. As a
result, when the object disappears, people are more likely to look
in those directions, even though their initial categorization is
uncertain. Here, there’s no need for an explicit prediction of
direction; subjects’ predictions of direction are incidental to the
same-different task and their implicit predictions are affected by
the activation from the initial categorization.

The second possibility is that once people consciously selected
one of the categories, they are more likely to make an explicit
prediction of direction. As a result, this single-category focus is
actually a reappearance of explicit effects found in past research
with paper-and-pencil responses. Either of these possibilities is
consistent with our claim that initial categorization is important in
determining the use of multiple categories. The possibility refer-
ring to an explicit prediction, however, is not entirely consistent
with the results of Experiment 2 in which we asked people where
they would look to perform the task. In Experiment 2, people
generally kept their eyes at the midline, with little variation (SD �
2.9 deg), whereas when actually doing the task in Experiment 3,
people moved them much more (before the object’s reappearance;
SD � 15.8 deg). Also, for the noncritical shapes, subjects in the
Experiment 3 made large shifts (M � 19.5 deg), whereas in
Experiment 2, they again hardly shifted at all (M � 1.5 deg), even
though there was no uncertainty about where the object would go.
It is possible that the conscious strategy obtained in the present
experiment was different from that of Experiment 2, but the
eyetracking performance observed here seems overall more similar
to that of the implicit eyetracking (except for the single-category
aspect) found in Experiment 1.

We are suggesting that the focus on single categories found in
past research is also due, in part, to initial categorization. In
Experiment 3, this initial categorization took the form of an ex-
plicit categorization question and a verbal response. However, it
should be understood that in some induction situations categori-
zation will be spontaneous. For example, in paradigms that use
familiar categories that are mentioned in a scenario, it seems likely

that people will use those categories even if not forced to do so by
a question. For example, if a scenario describes a person as
probably the real estate agent you are expecting but possibly a
cable TV repair person, people seem to choose one or the other
category even if the categorization question appears after the
predictions (e.g., Malt et al., 1995). Similarly, when presented with
visual displays in which categories are separated into distinct
groupings, people very likely decide which category is correct
even if they are not immediately asked about it (Murphy & Ross,
1994, Experiments 2 and 5; Murphy & Ross, 2005, Experiment 4).
These paradigms have in common two important factors. First, the
categories are salient, either by being entrenched through famil-
iarity or by being perceptually separated. Second, they are untimed
tasks in which people can think about the categories as much as
they would like.

In our original implicit induction task (Chen et al., 2014), the
task moves very quickly, and people are never asked (before or
after) about the items’ category. Not only is classifying the object
not required, doing so quickly would probably be quite difficult
while still catching the object—or while doing the same-different
task in Experiment 1. Thus, it seems doubtful that subjects en-
gaged in spontaneous classification. However, this discussion does
point out that whether people have classified items is not always
straightforward to determine. In the present experiments, it seems
very likely that people were not classifying in Experiment 1 but
were in Experiment 3; in other situations, investigation may be
necessary to ascertain whether people classified before making a
prediction.

Experiment 4

The multiple-category use found in Experiment 1 is also con-
sistent with a feature-level strategy (e.g., determining what direc-
tion a new square will travel in by only considering square exem-
plars) rather than a category-level strategy like that described in
the Introduction (see Griffiths et al., 2011; and Newell et al., 2010,
for similar ideas). As it has been suggested that people are more
likely to use multiple categories in induction when they can use a
feature-conjunction strategy (Papadopoulos et al., 2011), it may be
that the multiple-category use found in Experiment 1 was based on
a feature-feature associations (e.g., squares tend to go the lower
right) rather than category-level information (e.g., objects in Cat-
egory 2 tend to go to the lower right). Thus, it may be that subjects
were not using multiple categories (or even categories at all), but
instead were only using features to perform the implicit induction
task. This account is consistent with our proposal that “people use
multiple categories” in implicit induction, in the sense that infor-
mation from multiple categories influence performance, even if
people are not actually considering categories—for example, if
subjects were only considering squares, given the positive shift
from zero degrees found in Experiment 1, they must have been
considering squares from both Categories 1 and 2. However, it is
obviously of interest to know whether people are actually using
category-level information or only feature information (see Mur-
phy & Ross, 2010a; Newell et al., 2010). Indeed, one could argue
(as a reviewer suggested) that the experimental categories were too
weak to serve as actual categories with one observation block plus
three learning blocks and that in fact people categorized the items
by their shape instead. If so, then the results of Experiment 1 arise
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from a single-category prediction, shape to direction, contrary to
our conclusion.

Griffiths, Hayes, and Newell (2012) examined a number of
conditions of learning and responding to categories in a similar
explicit task (predicting colors from shape). They concluded that
when categories are learned, people generally use category-level
information. When people do not respond based on learned cate-
gories but instead on the basis of a visual display of the category
information, they tend to use feature-level information (though a
significant number continue to limit their responses to a single
category). Their study would suggest that our subjects were re-
sponding based on category information, given that induction was
based on memory. However, that conclusion still assumes that the
learned categories (i.e., Categories 1–4) were the ones subjects
used. If instead people were treating shape as the category, then
our experiment would not have provided a test of whether multiple
or single categories were used.

To explore which strategy subjects use in this task, we con-
structed a new category structure in which the category-level and
feature-based strategies made different predictions of eye fixation
positions. We accomplished this by changing the direction of
motion of the noncritical shapes, which changed the category-level
direction but not the direction associated with the given features
(the critical shapes). As in the category structure used for the
previous experiments, square and hearts are the critical shapes.
The target category for both shapes remained the same (e.g., in
Category 1, half of the squares moved in the 1 o’clock direction
and half moved in the 5 o’clock direction). In the alternative
category, the critical shapes moved in only one direction (as in the
previous category structure). In Condition 1, all the squares moved
to 1 o’clock; in Condition 2, which served to counterbalance the
direction of the alternative category, they moved to 5 o’clock.
Thus, if subjects base their predictions on only squares (a feature-
based strategy), a positive shift from 0 degrees would result.

Unlike the previous category structure, the noncritical shapes
(rectangles and diamonds) moved in the opposite direction of the
critical shape in the alternative category (in the previous structure
critical and noncritical shapes moved in the same direction). In
Condition 1, the rectangles moved to 5 o’clock; in Condition 2,
they moved to 1 o’clock (see Table 2 for full category structure).
Because there are an equal number of critical and noncritical
shapes in the alternative category, if subjects use a category-level

strategy, predictions should be around 0 degrees, in contrast to the
results of Experiment 1 and the implicit prediction results of Chen
et al. (2014).

This design leads to distinctive predictions of the two hypoth-
eses (which can be seen in a comparison of Tables 1 and 2). If the
results of Experiment 1 were because of feature associations, then
there should be a positive deviation from 0 degrees in eye fixations
in Experiment 4, and there should not be a significant difference
between these results and those of Experiment 1 (that had identical
feature-direction pairings for the critical shapes). If the results of
Experiment 1 were because of category-level effects, then the
present eye fixations should not be significantly different from 0
degrees, and the mean fixations should be significantly different
from those of Experiment 1.

Method

Subjects were 35 New York University undergraduates who
participated for course credit. Data from six subjects were dropped
for not providing recordable eye fixations on at least five trials for
both of the critical shapes. One more was dropped because of
technical error. The materials and procedure were identical to
those of Experiment 1 with the exception of the modified category
structure (see Table 2).

Results

Subjects were on average 64.1% correct (chance � 25%) during
their last training block, nearly identical to the 66% correct of
Experiment 1. Performance on the same-different task averaged
72%, the same as Experiment 1. Thus, the change in category
structure did not alter learning or overall performance on the test.

Subjects’ responses for the critical shapes were again coded
such that the time corresponding to the point exactly in between
the two possible directions of the shape was 0 degrees (3 o’clock
for squares and 9 o’clock for hearts). A shift toward the direction
reinforced by the critical shape in the alternative category was
positive. Thus, an average prediction (fixation placement) greater
than 0 degrees would indicate that subjects used a feature-level
strategy. Scores of 0 would indicate the use of a category-level
strategy.

The mean prediction for critical shapes was not significantly
different from 0 deg (M � �.89 deg, SD � 8.0 deg), t(27) � 0.6,

Table 2
Category Structure Used in Experiment 4

Exemplar

Category 1
(target for squares)

Category 2
(alternative for squares)

Category 3
(alternative for hearts)

Category 4
(target for hearts)

Shape Direction Shape Directiona Shape Directiona Shape Direction

1 Square 1 Square 1/5 Heart 7/11 Heart 7
2 Square 1 Square 1/5 Heart 7/11 Heart 7
3 Square 1 Square 1/5 Heart 7/11 Heart 7
4 Square 1 Square 1/5 Heart 7/11 Heart 7
5 Square 5 Rectangle 5/1 Diamond 11/7 Heart 11
6 Square 5 Rectangle 5/1 Diamond 11/7 Heart 11
7 Square 5 Rectangle 5/1 Diamond 11/7 Heart 11
8 Square 5 Rectangle 5/1 Diamond 11/7 Heart 11

Note. The direction entries are clock directions (1 � 1 o’clock, etc.).
a The first number refers to the direction in Condition 1, the second to Condition 2.
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p � .05, d � �.11. Thus, there is no evidence that subjects were
using a feature-level strategy when making these predictions. As
discussed above, the feature-level strategy and the category-level
strategy make different predictions about whether there will be a
difference between the average fixation position in Experiments 1
and 4. A feature-level strategy would predict a positive shift from
zero degrees in both experiments; a category-level strategy would
lead to a positive shift in Experiment 1 but no shift in Experiment
4. The latter is indeed what we found: The average shifts in
Experiment 1 (M � 7.5 deg) and Experiment 4 (M � �.89 deg)
were significantly different, t(51) � 3.6, p � .001, providing
evidence that directions were computed at the category-level.

Surprisingly, the mean prediction for the noncritical shapes was
significantly different from 0 (M � 8.4 deg, SD � 14.9 deg). The
category-level strategy would also lead to an average prediction of
0 degrees for the noncritical shapes as the half the exemplars in
these categories (Category 2 and 3) moved toward 60 deg and half
moved toward �60 deg.3 Thus, unlike the critical shapes, there is
evidence that subjects used a feature-based strategy for the non-
critical shapes.

Discussion

The results of Experiment 4 indicate that subjects were not using
a feature-level strategy when making category-based inductions
under uncertain categorization in our task. Subjects did not shift
their predictions for the critical shapes away from 0 degrees even
though the feature-direction associations would have predicted
that, as the same associations (for critical shapes) were present
here as in Experiment 1. The comparison between the results of
Experiments 1 and 4 provide some evidence that subjects were
using a category-level strategy. The prediction of about 0 degrees
found in Experiment 4 is, of course, also consistent with a single-
category strategy (assuming items are always classified into their
target category), but the results of Experiment 1 and previous
studies which have shown clear evidence of multiple-category use
in this task and another similar task (Chen et al., 2014) suggest that
this interpretation is unlikely. It is very unclear why a few changes
in noncritical stimuli would lead to such a large change in strategy.
Overall, the results suggest that implicit category-based induction
under uncertain categorization is, in fact, category-based induction
(rather than feature-based induction), at least, under the conditions
studied here. They also confirm that subjects were not treating the
critical shapes as the category, or else the results of Experiment 1
would have been replicated.

We would not necessarily extend these results to address the
issue of category and feature use in different paradigms, as studied
by Griffiths et al. (2011), Murphy and Ross (2010a), or Papado-
poulos et al. (2011), for example. In those experiments, whole
categories were visually presented, and people could easily focus
on stimuli that had the given feature. For example, when predicting
the color of a new square, subjects could examine each presented
square and ignore the other shapes. In the present paradigm, where
category knowledge was learned and then tested from memory,
such a strategy would be much more difficult, as individual ex-
emplars would have had to be memorized and then quickly re-
trieved. Griffiths et al. (2012) drew the same conclusion after
comparing judgments from memory versus visual display. When
making predictions from memory, it is probably more efficient to

use representations of whole categories, which is of course one of
the reasons often given for why we have categories (Rosch, 1973).

The results for the noncritical shapes suggest that, for these
shapes, feature associations were controlling eye movements. In
retrospect, this may not be surprising, because every noncritical
shape always goes in the same direction throughout learning and
test. That is, every rectangle might go to 1 o’clock. Thus, unlike
the cases we have been focusing on in which categorization and
features are probabilistic, here the feature associations are much
stronger and more reliable. As Griffiths et al. (2012) document,
variations in learning procedure and category structure influence
whether category-level and feature-level information control pre-
diction. Presumably the present difference between critical and
noncritical shapes represents another variation, in which feature-
level information dominates category-level knowledge when fea-
tures are perfectly associated. Of course, this conclusion must be
tentative, as the experiment was not designed to test that effect,
and there are differences between the critical and noncritical items
in our design (frequency being the most notable).

General Discussion

The experiments in this article examined implicit induction and
why it is able to avoid reasoning biases often found in explicit
induction. In comparing different ways of making inductions we
observed four main results. First, we found that when making
implicit predictions under uncertainty people integrated informa-
tion across categories (Experiment 1). Second, we found evidence
that this integration was not a result of strategic decisions. Sub-
jects’ explicit reports of their strategy for performing the implicit
induction task showed no evidence of integration of information
across categories (Experiment 2). Third, we found evidence that
implicit induction may allow for more normative integration of
category information by avoiding explicit categorization before
induction (Experiment 3), which may have the effect of focusing
attention on the selected category. Finally, we also discovered that
in this paradigm, subjects were using category-level information
rather than simply activating feature-feature associations (Experi-
ment 4).

We have used the terms implicit and explicit because we believe
they efficiently communicate the important differences between
the conditions: fast decisions based on associations with little
strategic input versus slower decisions mostly using consciously
selected strategies. This distinction is obviously reminiscent of
Sloman’s (1996) important distinction between implicit and ex-
plicit reasoning, as well as various dual system views of reasoning
(Evans, 2007; Kahneman, 2011). However, we do not know
whether our two conditions draw on two distinct cognitive sys-
tems, and the results of Experiment 3 may resist a simple expla-
nation of this sort. There are many different cognitive processes
that could carry out predictions of different kinds, and each might
have its own empirical profile. Clearly, every such difference does
not imply distinct cognitive systems. Our distinction does not
critically rely on a dual systems approach or a claim that the
implicit predictions made in this article are completely outside of

3 A comparison with the results of Experiment 1 is not informative in
this case, because the category-level strategy and the feature-level strategy
in Experiment 1 suggest the same prediction for the noncritical shapes.
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consciousness, but it shows that there are different reasoning
processes that underlie different tasks involving category-based
induction under uncertainty. More important, in some situations,
these processes produce systematically different results.

We would argue that our measure of induction is implicit, in the
sense the term is often used, for the following reasons. First,
people are trained in categories and not in directions; second, the
task itself is a same-different task and direction is never mentioned
in the test; and third, when people are asked verbally where the
objects will go (Chen et al., 2014) or where they think they would
look (Experiment 2), they give very different answers from actual
motor or eye movements. Recent criticisms of research that sug-
gests that implicit processes improve higher-level cognition rela-
tive to explicit processes have noted that many implicit tasks are
not actually implicit, as they are consciously accessible when
people are queried under proper conditions (see Newell & Shanks,
2014) and “implicit” advantages disappear when appropriate ex-
plicit control tasks are used (Newell, 2015; Newell & Shanks,
2014). Thus, it is worth noting that we do not use a criterion of
awareness and do not deny that under some conditions subjects
may be able to explicitly state how they performed our implicit
induction tasks. Rather we focus on different predictions people
make with different tasks. Although skeptics may not agree with
the term “implicit,” it is clear that these motor responses give
different inductions from more overt predictions.

Our distinction between implicit and explicit processes in this
article may be more reminiscent of Newell and Shanks’s (2014)
distinction between deliberative and intuitive processes. We have
suggested that our implicit induction tasks, like the motor control
tasks that they were inspired by, are more associative and do not
elicit the more complex reasoning strategies that our explicit tasks
do. Similarly, Newell and Shanks (2014) suggest that intuitive
processes, while consciously accessible, are faster and appear
more effortless because they rely on learned associations whereas
deliberative ones feel more difficult and we seem more aware of
them because they are not accompanied by cue-outcome associa-
tions (or these associations are more difficult to access). It may be
that the form our explicit induction tasks take shifts people into a
more deliberative form of reasoning.

Alternative Explanation

An alternative explanation challenges the interpretation that the
data from Experiment 1 are a result of integration of information
across categories, proposing that the shift toward the alternative
category was the result of some sort of practice effect. During the
first two phases of the experiment, subjects most often saw the
critical shapes move toward the direction of the alternative cate-
gory. That is, 8 out of the 12 critical shapes went in the same
direction that the shapes in the alternative category moved (see
Table 1). Perhaps they became used to following the trajectory of
the shapes. At test, their eyes may have simply followed the
habitual direction of each shape. This seems unlikely for three
reasons. First, because the first two phases of Experiments 1 and 2
were identical, subjects in Experiment 2 would have also been
trained to follow the direction of each shape. Thus, if the results of
Experiment 1 were simply because of a practice effect, subjects in
Experiment 2 should have also have shifted their fixations toward
the alternative category’s direction. They clearly did not. Second,

this practice effect does not explain the difference found in the
lower and upper visual hemifield (i.e., subjects shifted signifi-
cantly more toward the direction of the alternative category when
that direction was in the upper visual hemifield). That result seems
explicable on the basis of subjects shifting fixations more toward
the less acute hemifield to better see the stimulus. If they were
simply repeating prior tracking behavior, then they would have
done so for both hemifields. Third, Experiment 4 showed that
shape-direction associations did not in fact cause subjects’ eye
movements. Those associations were identical to those of Exper-
iment 1, yet there was no evident shift in eye movements.

Role of Explicit Strategies

We began this article by asking why implicit induction may lead
to more normative use of category information when categoriza-
tion is uncertain. We suggested that explicit reasoning is subject to
higher-level reasoning strategies that bias people to consider only
one category (or possibility) at a time (Evans, 2007), and the
implicit inductions avoided such strategies. In these studies, we
aimed to ensure that the predictions produced from our implicit
task were not based on explicit predictions. First, in our implicit
induction task, the prediction was only incidental to the task,
making it unlikely that subjects would have consciously been
thinking about making a prediction or about how a shape’s cate-
gorization might impact that prediction. Second, in Experiment 2,
we found that subjects seemed to have no explicit knowledge
about their actual strategy, suggesting that the integration found in
Experiment 1 was not a result of an explicit strategy about where
to look. This is consistent with past results showing that people
often do not know where they are going to look or have looked
(e.g., Theeuwes et al., 1998). Studies of eye movements in skilled
squash players shows that they fixate locations where the ball is
about to pass through and that they visually pursue the ball’s
trajectory in a way that suggests that they are predicting where it
will go (Hayhoe, McKinney, Chajka, & Pelz, 2012). Those of us
who have played racket sports confess to having no such (con-
scious) strategy of eye movements or even to have ever thought
about where to look while playing squash.

The results of Experiment 3 further explain why implicit induc-
tions are sometimes more normative than explicit ones. When
subjects were prompted for a categorization before making a
speeded implicit induction, they based their predictions on only a
single category—the category that they had chosen for their cat-
egorization decision. The categorization decisions apparently pro-
moted the disregard of information from alternatives during induc-
tion, consistent with the Singularity Principle. These results are
particularly interesting as they show that explicit categorizations
can influence implicit predictions or at least predictions made in a
variety of response modes (as also found in a perceptual judgment
task, Stocker & Simoncelli, 2007). Recall our initial example of
the person watching an object of unknown categorization falling
toward the floor. Our results suggest that simply making a judg-
ment about what category the object most likely belongs to—
plates or Frisbees—might greatly influence her decision of what
action to take (i.e., staying put or trying to catch it).

A similar explanation may apply to decision-making tasks. As
discussed in the Introduction, subjects are sometimes more optimal
when executing speeded visuomotor tasks than when making the
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same decision in an explicit, verbal manner (Trommershäuser et
al., 2006, 2008). In the visuomotor tasks, subjects are simply
prompted to act quickly, and their prediction about which decision
maximizes rewards is only implicit in their action. Indeed, it would
be interesting to see if the visuomotor decision making tasks that
show near optimal behavior would be subject to similar biases if an
explicit judgment were made before the decision making task.

Another salient difference between the implicit and explicit
induction tasks that we did not examine is feedback. For both the
same-different task from Experiment 1 and the catching task used
in Chen et al. (2014), subjects received feedback about whether
they performed the task successfully, perhaps thereby teaching
them that use of multiple categories would lead to greater success.
In the explicit prediction tasks, subjects got no feedback on their
predictions. However, there is reason to believe that this is not a
critical factor in explaining why the two types of induction lead to
different predictions. The block analysis from Experiment 1 (and
a similar analysis for the catching task in Chen et al., 2014) found
that there was no difference in the predictions in the first and
second blocks of test, suggesting that subjects’ integrated infor-
mation across categories early in the test phase. Thus, in these
tasks, it seems that feedback-based learning was not a major driver
of the integration of information across found in implicit induc-
tions.

Bayesian Models of Higher Order Cognition

Although findings in the category-based induction literature that
people use only a single category in induction are not consistent
with the claim that much of higher-level cognition can be ex-
plained by Bayesian principles, the results of Experiment 3 may be
more in line with recent attempts to move Bayesian approaches
toward the process level with stochastic sampling algorithms bor-
rowed from machine learning (Goodman et al., 2008; Sanborn,
Griffiths, & Navarro, 2010; Vul, Goodman, Griffiths, & Tenen-
baum, 2014). The general idea is that the mind may approximate
Bayesian inference by evaluating (sampling) a small set of the
possible hypotheses in a manner that would reflect the distribution
of hypotheses in the posterior (i.e., more likely hypotheses are
more likely to be sampled). Depending on the number of samples,
such processes can come close to Bayesian inference (and in the
limit can approximate optimal inference; Sanborn et al., 2010).
From this perspective, ideal Bayesian behavior “emerges only in
the average over many learners,” as individuals each sample one or
a few hypotheses rather than integrating across all samples (Vul et
al., 2014, p. 6). The results of Experiment 3, in which people made
predictions consistent with their initial categorizations (that were
generally probability matched to the true distribution), are consis-
tent with this view. When averaging predictions across all trials,
regardless of categorization, these predictions may reflect some-
thing like the distribution that would be expected from a Bayesian
analysis. However, individual trials do not reflect the use of
multiple categories on this account.

Similar patterns have been found in studies of sampling behav-
ior. For example, Denison et al. (2013) asked young children to
predict a feature (color) of a toy that came from one of two bags
of toys. The distribution of colors was different in each bag.
Denison et al. (2013) found that, when aggregated across subjects,
predictions reflected an integration of the prior probability that the

toy came from each source with distributional information about
the colors in each bag. Our probability matching explanation of
how subjects made inductions in Experiment 3 (i.e., that they made
predictions based on their initial categorization only, but switched
between the two possible categorizations over trials), could ac-
count for these results. That is, children could be spontaneously
picking one bag or the other as the source of the toy and then
making their prediction based on only the distribution of colors in
that bag. As long as the initial selections of the bag reflects the true
base rate of the bags, then this process (aggregated over trials)
comes to the same outcome as a full Bayesian analysis. Thus, the
children’s predictions on any given trial would not truly reflect
integration of information, but overall would appear Bayesian.

Our account is similar to the sampling account provided in
Denison et al. (2013). However, our claim is that subjects are
generally not integrating across hypotheses or categories, while
Denison et al. (2013) appeal to Bayesian accounts of behavior and
suggest that sampling is part of a “rational strategy for inductive
inference” (p. 285), which seems to imply integration over hypoth-
eses. Thus, as theories that rely on sampling algorithms develop, it
will be important to clarify whether these accounts of sampling
claim that people integrate information across hypotheses, or
whether they rely on aggregating trials in which a single hypoth-
esis is considered at a time, probability matched to the distribution
of the hypotheses.

Implications for Real-World Inductions

Our results suggest that asking people what category or outcome
is most likely may cause them to ignore relevant information and
lead to suboptimal predictions even when the predictions are
implicit. An analogous problem has been documented in the med-
ical decision making literature. Diagnosis momentum is a phenom-
enon in which, at the expense of possible alternative diagnoses, an
initial uncertain diagnosis (i.e., categorization of a patient) is
treated as certain in treatment planning (i.e., prediction of how a
patient will respond to possible treatments; Croskerry, 2003).
Much like the case of medical diagnosis, planning for the future in
everyday life often occurs under uncertainty. We may have to pack
for a vacation before we know what the weather will be like.
Families must save for future educational costs far in advance of
knowing what school their children will attend. Our results suggest
that, in thinking about future possibilities, it is important to think
about multiple possibilities and not to single one out (i.e., ask
“What schools do you think little Molly might go to 17 years from
now?” rather than the much simpler, “What school do you think
little Molly will end up at in 17 years from now?”). Murphy et al.
(2012) found that simply asking people to rate the probability of
multiple categories increased the likelihood that they integrated
information across categories. However, drawing attention to a
category can also backfire: Merely rating the likelihood an object
was in one of the categories greatly increased people’s use of that
category in induction, even when the rated likelihood was very low
(under 5%, Murphy et al., 2012).

Thus, use of categories is a double-edged sword. It can carry
valuable information that allows one to generalize to a new object.
However, people may also use categories in a way that limits the
amount of information available. Apparently, such problems are
more likely when people explicitly evaluate the object’s category
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membership, because doing so can lead to ignoring other possible
categories in both explicit and implicit predictions.

Conclusion

We have presented evidence that implicit induction allows for
more normative use of category information because these re-
sponses avoid reasoning strategies that bias people toward using
only a single category. In particular, such responses may allow for
integration of information across categories because they avoid
explicit categorization of items with uncertain categorization.
When people explicitly classify items first, even though the clas-
sification is uncertain, our findings suggest that they overcommit
to the categorizations, leading to suboptimal use of category in-
formation in induction and decision making. The results of the
current research extend prior results by demonstrating that explicit
categorizations have a strong impact on predictions made in very
different response modes. Thus, it will be important for future
research to examine the role of identifying only the most likely
category or outcome on a wider range of induction and decision
making tasks.
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